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1. Interpreting MVR coefficients: 
Frisch-Waugh

• In the equation y = b0 + b1X1+ b2X2 + e, we 
interpret b1 and b2 as partial derivatives.

• Detrending question
• Frisch-Waugh theorem:

A) Regress X2 on X1: X2= c1X1 + e2
B) Regress y on e2 : y= c2e2 + ey
then.. c2 = b2 . 
Proof
Application to scatterplots
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2. Hypothesis Testing for 
A Single Coefficient
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3. Confidence Intervals with a 
Single Coefficient
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4. Confidence Regions for 
Multiple Coefficients

Why F?

Because
the product
of random
variables with
standard N(.)
distributions
have
F distributions.
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5. Hypothesis Testing for 
multiple coefficients

• Ho: $j = $j,0 ,… $m = $m,0 for q restrictions
• HA: At least one restriction doesn’t hold.
• Test statistic will be Fq,%


