
Section 4. Multiple Regression: 
Assumptions and Implications

1. The LS assumptions for Multiple 
Regression

2. The two innocuous assumptions
3. The additional assumption on X’s
4. Why assume Linear Population 

Regression?
5. Why optional homoskedasticity

assumption?
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1.Multiple 
Regression
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1a. OLS in Multiple Regression
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1b. Four MR Assumptions
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2. Two fairly innocuous 
assumptions

• Why worry about assumptions?
Can opener joke
One-armed economist joke
Tools are more useful if assumptions 
are few and plausible

• #2) Random sampling
• #3) Finite 4th moments
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3. Multicollinearity: 
The additional assumption on X’s

• Now that we have additional X’s, the 
correlation of X’s matters

We saw that in the OVB formula
• If X’s are perfectly correlated the OLS 

coefficients are undefined
• How would you know if the assumption 

were violated.. Stata will let you know.
• So this is also pretty innocuous.
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4. Why assume (#1),
linear pop. regression? 

• What if population regression is not linear? 
– E.g. from car prices

• What does LS estimate if E(u|X) ≠ 0 ?
• Where did we need linear E(u|X) = 0 ?

– For unbiased estimates
Why do we need unbiased estimates?
– We can get consistency and CI even without 

assumption #1.
What are we estimating if 
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Coffee Demand – Looks linear

cu
p

s

price

quantity demanded qhat

0 .5 1 1.5 2

0

5

10

15

20



Copyright © 2003 by Pearson Education, Inc. 4-9

5. Why Assume Homoskedasticity? 
A) Efficiency

• V(ui) doesn’t depend on i
• Examples
• Why assume that? 

- Gauss-Markov Theorem tells you that OLS 
estimators b0 …bk are minimum variance 
(among unbiased estimates) if you assume 
homoskedasticity and linear pop. Regression 
in addition to other assumptions.
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5. Why Assume Homoskedasticity? 
B) Simpler Std. Errors

• The std. Error formula under 
heteroskedasticity is a mess (White)

• Under homoskedasticity it’s simpler

Bottom line: Linearity and 
homoskedasticity are restrictive 
assumptions and we avoid them if 
possible.
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